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SSCO

What is SSCO?
• Sequential stochastic combinatorial optimization
• Two-stage decision-making:

• Allocate budgets across multiple time steps
• Sequentially select optimal subsets of nodes 

to maximize cumulative rewards

Problem Formulation

Challenges & Contributions

Challenges
• Exponentially many ways to split budget and pick 
node‐sets over T steps

• Stochastic transitions and delayed feedback 
complicate reliable planning

• Interdependent high-level budgeting and low-level 
node selection on large graphs

Hierarchical Markov Decision Process

           

  
 

    
  

    
     

      

    
      

  

 

      
      

      
      

  

  
       

         
  

  

     

      

                        

                  

  
       

         
       

  

Wake-Sleep Option Framework
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Layer State Decision Reward

High-level  𝑋 𝑔  Allocate budget 𝐾𝑡 ∈ [0 𝐾𝑟] Cumulative gain from selected nodes

Low-level  𝑋 𝑔  Pick one node or null action 𝑟𝑡 𝑣
𝐼𝐼  

𝑚𝑡 𝑣

σ
𝑢∈𝑎𝑡

𝐼𝐼 𝑚𝑡 𝑢
𝑟𝑡
𝐼 − 𝑟𝑡 ∅

𝐼𝐼

Sleep stage: Freeze high-level Q-network and train low-level Q-network
Wake stage: Train both layers jointly

Layer-wise Method 
Selection
High-level → Monte Carlo
• Unbiased returns
• Stabilizes Q-network
Low-level → TD learning
• Fast, sample-efficient 

node-selection updates

Experimental Results

Contributions
• We are the first to formally summarize and define 

the generic class of SSCO problems
• We design a novel HRL algorithm, Wake-Sleep 

Option, to solve the formulated SSCO
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Conclusion

• Hierarchical RL is powerful for breaking down hard combinatorial 
problems — we hope this idea inspires others to try similar 
decompositions in their work

• One  h   enge we d dn’t fu    so ve  s s    ng to ver    rge gr phs or 
d t sets. There’s st    roo  to   prove  ode  eff   en    nd 
training stability


	幻灯片 1

